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1. Feature Model Language

Knowing the concepts introduced in the theoretical classes regarding the abstract syntax of
the Feature Models, define the metamodel and implement it in an ecore file.

Answer:

Remember from the lectures the notation and the well-formedness rules:
W1- It has only one root feature

W2- No feature becomes one of its own super-features

W3- No feature is an Island

Also:



PropositionalFormula
- formula: String

-- Only inclusive-OR and exclusive-OR groups supported
context FeatureGroup inv:
(min = 1) and (max = 1 or max = self children->size or max = -1)




E Feature

= name : EString

= isRoot : EBooleanObject

[0.1] target

E FeatureToAggregationLink

= name : EString

[0..*] aggregation

E aAggregationToFeatursLink

[0..*] dependencylink

[0..] aggroFeat

10.1] target

= name : EString

E Excludes

























2. Determining the number of possible variants in a Feature
Model

Determine the variants for the following feature model:

p1 = {ACF} p1 ={ACF} p1 ={ACF}

p2 ={AB,C,D} p2 = {AB.C.D.F} p2 ={AB.C,D,F} p2 = {AB,C,D,F}

ps = {A,B,C,E} ps = {AB.C.EF} pa = {AB,C,E,F} ps = {AB,C.EF}

pa ={A,B,C,D,E} pa = {A.B.C.D.E.F} pa = {A,B.C.D.EF} pa ={AB,C.D,EF}
Ps = {A,C,G} ?S_-_fA?G?G} Ps = {A,B,C,D,F,H}
Pe = {A,B,C,D,G} -pa—=—{-A;B;G;B;G} Ps = -[A,B,C,D,E,F,H}
pr= {A,B,C,E,G} ?7'-'{"39?9?&!6}
ps = {AB,C,D,E,G} = ABEBEGT




3. Representing the correspondence of the feature diagram to its
target semantic domain in Propositional Formulas

Legend:
® Mandatory
o) o} Optional
Algorithms A Or
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Shortest

Shortest v Cycle = Directed

Feature Model Propositional Formula

Optional feature C; Ci=P
Mandatory feature C; (C; = P)A (P = C})
Or-group P& Vicic, Ci

Alternative-group (P& Vicicn Ci) A
Aie,(=C: vV =C))







